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Abstract: Pairwise interactions between n-alkanes from decane to octadecane in water have been studied by
single-molecule force spectroscopy. The interacting molecules are covalently tethered to the glass substrate
and to the probe of an atomic force microscope by water-soluble linkers to facilitate single-molecule detection.
However, the measured distribution of rupture forces deviates significantly from the distribution predicted by
theoretical models for rupture of individual bonds. To describe the statistics of rupture forces, an analytical
model that considers near-simultaneous rupture of two bonds loaded by tethers with different lengths is
introduced. The common most probable force analysis approach is used for comparison. In both data analyses,
the possible systematic errors due to nonlinear elasticity of polymeric tethers and variations in the shape of the
potential of mean force were considered. Experimental distributions of rupture forces are well-fit by the two-
bond rupture model using a single set of kinetic parameters for different experiments, while the most probable
force approach yields parameters that vary significantly for different samples. The measured activation energies
for dissociation of alkanes are close to the free energies predicted by cavity models of hydrophobic interactions.
The surface free-energy density is estimated to be ∼21 kJ/(mol nm2) and is close to the upper limit of free
energies used in the computer simulations of hydrophobic interactions in proteins. In contrast to the predictions
of the cavity models, the measured activation energy does not increase monotonically with increase in alkane
chain size. To explain this discrepancy and the measured distance to the transition-state barrier (∼0.6 nm), it
is suggested that alkanes undergo conformational transition to the collapsed state upon dimerization. Change
in the alkane conformation from extended to helical has been observed previously for binding of alkanes in
water to hydrophobic synthetic receptors. Here, however, conformational change is suggested without geometrical
constraints imposed by small cavitands. The proposed collapsed state of the alkane dimers has implications
for the kinetics of self-assembly of surfactant micelles.

1. Introduction

Hydrophobic interactions are among the most dominant forces
between biological molecules in aqueous environment1 govern-
ing native protein folding,2,3 self-assembly of lipid bilayers,4

and pathological supramolecular aggregation.5 Hydrophobic
interactions result from the strong attraction between water
molecules and the weak attraction between water and nonpolar
solutes, yielding net cohesive forces between the nonpolar
solutes.6–8 Hydrophobic attraction depends on the size and
geometry of associating nonpolar solutes.9–14 Theories predict
that the nature of hydrophobicity changes from entropy-driven to
enthalpic at the biologically important solute size scale of ap-
proximately 1 nm.12,15 Hydrophobic interactions are difficult to

study experimentally in the pure form (in the absence of surfactants)
at the 1-nm size scale because of the low solubility of hydrophobic
compounds13,16,17 and limitations of the measurement techniques.18,19

Theoretical models and computer simulations of pairwise interac-
tions between hydrophobic species in water predict that for
sufficiently large solutes a depletion of water density between the
solutes might occur (dewetting).9,12,15,20–23 Direct measurements
using hydrophobic surfaces24–26 have been limited to length scales
significantly exceeding 1 nm, and previous experimental results
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indicating a decrease in water density with the formation of
nanobubbles are still debated.27–29

Recently, a single-molecule force spectroscopy30 technique was
developed to quantify interactions between individual hydrophobic
molecules,31–33 investigate the solvent-dependent unraveling of poly-
styrene in aqueous environment,34 and study the contribution of
hydrophobic collapse to the folding of extended protein molecules.35

In dynamic force spectroscopy experiments that investigate dissociation
between individual molecules, the molecular bond is subjected to an
external load and the rupture force is measured as a function of the
loading rate. Statistical data analysis of rupture forces and the apparent
loading rates quantifies the distance between the equilibrium and the
transition states (x‡, henceforth called barrier width for brevity) and
the dissociation rate at no force k0 for the force-driven reaction in the
direction of a pulling coordinate. These kinetic parameters are often
obtained by applying the Bell-Evans empirical model to the data and
extrapolating the measurements to zero-applied force.30,36–40 Assump-
tions in the model, (1) linear elasticity (harmonicity) of the polymeric
tethers that are employed for pulling on the molecules and (2) the
triangular shape of the potential of mean force (pmf), might result in
substantial systematic errors in the kinetic parameters.33,41–45 Improve-
ments in data analysis have addressed these assumptions,33,45 as briefly
described below. However, the improved data analysis approach is
not sufficient to reproduce the probability distribution of rupture forces
measured experimentally. Histograms of measured rupture forces often
contain a high force shoulder or tail that might affect the kinetic

parameters.45,46 In this study, we use a model that assumes that the
high rupture forces correspond to the rupture between two pairs of
molecules with the same kinetic parameters for each pair but tethered
by linkers of different length. This new extended model explains the
large width of the distribution of rupture forces and eliminates the
influence of the high rupture forces on kinetic parameters. We apply
this new data analysis methodology to an investigation of the solute
size dependence of the kinetic parameters of pairwise dissociation
between alkanes in water.

In our experiments, alkane molecules of different sizes are
covalently tethered via hydrophilic poly(ethylene glycol) (PEG)
linkers to the glass substrate and to the probe of an atomic force
microscope (AFM). This double-tether approach facilitates
single-molecule measurements and removes spurious surface
effects.31,32,47 Studied alkanes include decane, dodecane, tet-
radecane, hexadecane, and octadecane. Only symmetric pairs
(e.g., dodecane-dodecane) have been studied. The two-bond
model is used to fit the rate-dependent distributions of rupture
forces and extract kinetic parameters corrected for the identified
systematic errors. The resulting kinetic parameters provide new
molecular-level insights about the pairwise hydrophobic interac-
tions between alkanes in water.

2. Theoretical Models

2.1. Theoretical Model for the Most Probable Rupture
Forces. The probability density of the bond rupture p as a
function of loading force F can be calculated according to:30,48

p(F))-ds(F)
dF

) k(F)
VF(F)

· s(F)) k(F)
VF(F)

· exp[-∫0

F k(F’)
VF(F’)

dF’]
(1)

Here s(F) is the bond survival probability, k(F) is the force-
dependent dissociation rate, and VF(F) is the loading rate VF )
dF/dt. The dissociation rate k dependence on force can be
described by different models of intermolecular potentials,43,49–53

and the loading rate depends on the pulling velocity, spring
constant of the force sensor, and tether dynamics.37,41,42 In
several special cases, eq 1 can be integrated to obtain an
analytical formula.38,45,49–51 Numerical integration can be easily
performed to extract the kinetic parameters by fitting a model
that describes the force dependence of dissociation rate to the
experimental data without using analytical approximations.

The most probable force F* can be determined from dp(F)/
dF ) 0, and the resulting equation for F* is:

k(F / )2 +VF ′ (F * ) · k(F * ))VF(F * ) · k ′ (F * ) (2)

The prime in this and in the following equations means
differentiation with respect to force. In constant velocity mode
of force spectroscopy experiments, the force sensor with the
spring constant kc moves at a constant velocity V. When the
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polymeric tether is pulling on the AFM tip and on the molecular
bond with force F, the displacement z of the probe is given by
z ) V · t ) F/kc + l(F), where l(F) is the force-dependent length
of the tether. Therefore, VF(F) ) [(kcV)-1 + l′(F)/V]-1. Using
the most probable loading rate VF* at the rupture (apparent
loading rate42), eq 2 for the most probable force becomes33

kcVF * · k(F * ) · l′ ′ (F * )) [kcl′(F * )+ 1] · [k2(F * )-
VF * · k′(F * )] (3)

Equation 3 does not use any specific tether dynamic model
and does not assume any particular dependence of the dissocia-
tion rate on loading force. It can be solved numerically for any
selected tether dynamics and dissociation rate models to compute
the most probable force F* dependence on the most probable
loading rate VF*. Assumption of harmonic tethers l′′ (F) ) 0
simplifies eq 3 to k2(F*) ) VF* · k′(F*). However, this assump-
tion might result in noticeable systematic error in the kinetic
parameters,45 and it is not used in our data processing.

2.2. Multiple Tip-Surface Bonds. With sufficiently high
loading rate, eq 1 predicts that the probability of rupture rapidly
increases with an increase of force after the rupture force
exceeds the most probable force F*. However, in many force
spectroscopy experiments, including our measurements of
interactions between alkane molecules,45 histograms of rupture
forces contain a high force tail that cannot be described by eq
1 using single values of the kinetic parameters.54 It can be
suggested that these high forces come from the simultaneous
rupture of more than one molecular bond.55,56 An approximate
analytical model for the rupture of two parallel bonds that are
pulled by the tethers of different length is described below.

The rupture of two parallel bonds is schematically illustrated in
Figure 1. In this figure, the interacting molecules are represented
by irregularly shaped beads and the polymeric tethers by wavy
lines. The force applied by the cantilever force sensor is distributed
between the two bonds. Upon rupture of one molecular bond, a
part of the applied force that remains after a partial cantilever
relaxation is applied to the second bond. The second bond might
rupture nearly instantaneously on the time scale of force spectros-
copy measurements. Therefore, such double-rupture events will

be detected as a single rupture. If both bonds do not rupture during
the same rupture event, the second independent rupture will be
detected in the force plot. Since either of the two bonds might
rupture first, the survival probability of two bonds remaining intact
equals the product of two survival probabilities:

S(FΣ)) S1(FΣ) · S2(FΣ) (4)

Here, FΣ ) F1 + F2 is the sum of forces along individual bonds,
and S is the bond survival probability; the subscripts indicate
ruptures of individual bonds. The probability density (PD) function
P(F) can be calculated according to eqs 1 and 4 as:

P(FΣ))-
dS(FΣ)

dFΣ
) S1(FΣ) ·P2(FΣ)+ S2(FΣ) ·P1(FΣ) (5)

In AFM experiments in which the probe moves at constant
velocity V, the survival probability of a single bond will differ
from the survival probability of the identical bond when two
bonds are parallel because of the different dynamics of loading.
However, numerical estimates show that this difference is small,
and it will not be considered below. Therefore, the PD becomes:

P(FΣ)) s(F1) · p(F2) ·
dF2

dFΣ
+ s(F2) · p(F1) ·

dF1

dFΣ
(6)

Here, F1 and F2 are the forces along the shorter and the longer
tethers, and the small letters for probability density and survival
probability denote the force functions of two identical bonds. Using
the high force asymptotic expression of the freely jointed chain
(aFJC) model (applicable here because of the relatively high rupture
forces measured by AFM),45 we can relate the forces along
individual tethers to the total force FΣ ) F1 + F2 according to:

F1 )
1

2δLc
[FΣδLc -FK(2+ δLc) +

√4FKFΣδLc + [FΣδLc -FK(2+ δLc)]
2 ]

F2 )FΣ -F1

(7)

Here, δLc is the relative difference in the length between the
longer and the shorter tethers δLc ) (Lc2 - Lc1)/Lc1, and FK is
the characteristic thermal Kuhn force FK ) kBT/lK where kB is
the Boltzmann’s constant, T is the absolute temperature, and lK

is the Kuhn length.
In AFM measurements, molecules are picked at random, and

consequently the relative difference between the tether lengths
δLc is not controlled in the experiments. Therefore, to obtain a
PD to fit the experimental histograms, the distribution given
by eq 6 should be averaged over the distribution of δLc values:

Π(FΣ))∫0

δLmax
pt(δLc) ·P(FΣ, δLc) dδLc (8)

Here, pt(δLc) is the probability density to encounter a
particular value of δLc, and δLmax is the maximum δLc value at
which the two ruptures are still detected as a single rupture
event. For simplicity, we assume that pt(δLc) is constant.
Substituting eq 6 into eq 8, the averaged PD becomes

Π(FΣ)) 1
δLmax

∫0

δLmax
[s(F1) · p(F2) · (dF2 ⁄ dFΣ)+

s(F2) · p(F1) · (dF1 ⁄ dFΣ)] dδLc

≈ 1
δLmax

[s(F1, δLmax ⁄ 2)∫0

δLmax
p(F2) dδLc +

s(F2, δLmax ⁄ 2)∫0

δLmax
p(F1) dδLc] (9)
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Figure 1. Model of rupture of two parallel bonds.
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In the second equality in eq 9, the survival probabilities under
the integral are approximated by a constant value computed in
the middle of the integration interval. Another approximation
is that derivatives of the forces along individual tethers with
respect to the total force are approximated by one-half.
Approximate integration of eq 9 using eq 7 gives

Π(FΣ) ≈ s(FΣ ⁄ 2) · [s(F2)- s(F1)] ⁄ (F1 -F2) (10)

Here, forces F1 and F2 are calculated according to eq 7 by
substituting δLc with δLmax. Equation 10 is asymptotically
accurate for small values of δLc. In this limit, the right-hand
side becomes s(FΣ/2) ·p(FΣ/2) and equals to eq 6 when F1 ) F2

) FΣ/2. However, eq 10 is normalized only for small values of
δLc (<0.02) because in the derivation derivatives dF1/dFΣ and
dF2/dFΣ are replaced with 1/2. This replacement is not accurate
because for increasing δLc the derivative dF1/dFΣ approaches
1 and the derivative dF2/dFΣ approaches 0. The consequence
of this approximation is shown in Figure 2. The normalization
is improved if eq 10 is multiplied by a constant factor:

Π(FΣ) ≈ (1+ 2δLmax) · s(FΣ ⁄ 2) · [s(F2)- s(F1)] ⁄ (F1 -F2)

(11)

This modification preserves the asymptotic accuracy at small
values of δLc.

An assumption was made in deriving eq 11 that the distribution
of the tether lengths is rectangular. However, according to mass
spectrometry measurements this distribution is better approximated
with a Gaussian curve. Therefore, the approximate eq 11 is
compared to exact calculations according to eq 8 for rectangular
and Gaussian distribution of the tether lengths.

For lengths of tethers l distributed according to Gaussian
distribution with width σl centered at l0 the probability density
is

pl(l))
1

σl√2π
exp[- (l- l0)

2

2σl
2 ] (12)

The probability density to select two tethers with lengths
different by δl is

pd(δl))∫-∞

+∞
pl(l) · pl(l+ δl) dl) 1

2σl√π
exp[- δl2

4σl
2] (13)

Equation 13 shows that the Gaussian distribution of the
difference in the tether lengths has a width that is a factor of
�2 larger than the width of the distribution of the tether lengths.
Therefore, the tether length distribution measured by mass
spectrometry can be used to estimate the width of δLc distribu-
tion. For the tethers used in this study, mass spectrometry
measurements give a width of δLc distribution of 0.2 (sample
distributions of tether lengths have been shown previously).31,33

Figure 2 compares PDs calculated for Gaussian and rectan-
gular distribution of δLc by numerical integration of eq 8 (dashed
and dotted lines) and approximate PDs calculated according to
eq 11 (solid lines). Calculations use the Bell-Evans bond
rupture model where k(F) ) k0 exp[F · x‡/(kBT)] and the FJC
tether model where l/Lc ) coth(F/FK) - FK/F. As might be
expected, the two-bond peaks are located between the single
bond peak and the peak at the double rupture force. It can be
noted that the approximate calculations reproduce the position
of the maximum with reasonable accuracy; however, it gives
more statistical weight to the distributions with lower δLc values
and consequently overestimates the rupture probability on the
high force side of the peak. The approximate solution reproduces
better the shape of the exact model that uses Gaussian
distribution than the model that uses a rectangular distribution
of tether lengths. Therefore, it might be expected that eq 11
will fit the high force tail in the experimentally measured
histograms of rupture forces reasonably well.

It should be noted that the analytical model given by eq 11
predicts only the high rupture forces that are lower than twice
the force of single interaction. In experiments, even higher
rupture forces are sometimes observed.55,57,58 It might be
expected that the present model could be extended to higher
forces than those considered here.

The histograms of the rupture forces include both single and
the multiple bond rupture events. Therefore, the resulting
distribution function to fit the experimental data is

P(F)) (1- f2)p(F)+ f2Π(F) (14)

where f2 is the relative fraction of two-bond rupture events in
the data. Including the two-bond rupture in the histogram fitting
requires two additional parameters: the maximum relative
difference in tether lengths δLmax and the fraction of two-bond
events f2. The first of these parameters determines the position
of the high force peak, and the second parameter determines
the amplitude of the two-bond ruptures.

3. Experimental Details

3.1. Sample Preparation. Samples were prepared similarly to
the previously reported method.31,32 All chemicals were purchased
from Aldrich, unless specified. Only glass or Teflon reaction vessels
were used for the sample preparation reactions. Briefly, cleaned
silicon nitride AFM probes (Veeco, NP series probes) and glass
coverslips (Fisher Scientific) were aminated with ethanol-
amine in dry DMSO for 72 h.59 R-N-Hydroxysuccinimide-ω-
maleimide-poly(ethylene glycol) (NHS-PEG-MD) (Nektar Thera-
peutics) linkers with mass averaged molecular weight of 3535 Da
were covalently attached to the surface through the NHS-amine
reaction and to 1-alkane thiols through the reaction of the terminal

(57) Sulchek, T.; Friddle, R. W.; Noy, A. Biophys. J. 2006, 90, 4686–
4691.

(58) Snyder, P. W.; Lee, G.; Marszalek, P. E.; Clark, R. L.; Toone, E. J.
Proc. Natl. Acad. Sci. U.S.A. 2007, 104, 2579–2584.

(59) Hinterdorfer, P.; Gruber, H. J.; Kienberger, F.; Kada, G.; Riener,
C.; Borken, C.; Schindler, H. Colloids Surf., B 2002, 23, 115–123.

Figure 2. Comparison between exact and approximate probability density
functions of a two-bond rupture. Exact models include the Gaussian and
rectangular tether lengths distributions. Widths for rectangular distributions
and approximate calculations by eq 11 are shown; widths for Gaussian
distributions are lower by a factor of 2. Calculations use the Bell-Evans
bond rupture model and FJC tether model. Other model parameters are
shown.

J. AM. CHEM. SOC. 9 VOL. 130, NO. 30, 2008 10011

Hydrophobic Size Dependence Measured by AFM A R T I C L E S

http://pubs.acs.org/action/showImage?doi=10.1021/ja801568y&iName=master.img-001.jpg&w=230&h=148


thiol with the PEG’s MD terminal.60 Both of these reactions were
carried out simultaneously for 24 h in anhydrous toluene with 5%
pyridine (v/v). Control measurements with “empty” tethers em-
ployed samples that include grafted PEG tethers reacted with
2-mercaptoethanol instead of alkane thiols. A second reaction to
the surface amines was then performed with R-N-hydroxysuccin-
imide-ω-ethyl ether-poly(ethylene glycol) (SS-PEG) (Poly-
sciences, Inc.) with a molecular weight of ∼1900 Da. This reaction
backfilled the remaining surface area next to the longer PEG
tethers61 to hinder tethered alkanes from adsorption onto the solid
substrate.31,32 This reaction was performed for 48 h in toluene with
10% pyridine. A final reaction with acetic anhydride was performed
overnight to block any remaining amines. The samples were then
cleaned in water, toluene, DMF, and ethanol to remove physisorbed
molecules and used immediately after preparation. All grafting
reactions were conducted in anhydrous toluene to avoid aggregation
of alkanes during sample preparation. Measurements were per-
formed with the two combinations of substrates and AFM probes:
both surfaces containing tethered alkanes, and the control set with
one surface containing tethered alkanes and another containing
ethoxy-capped PEG tethers.

3.2. Data Collection. Force spectroscopy measurements were
performed with Asylum Research MFP-3D AFM using chemically
modified silicon nitride probes (Veeco) with spring constants (in
newtons/meter) for sets A and B, respectively, of decane: 0.055,
0.15; dodecane: 0.22, 0.06; tetradecane: 0.09, 0.05; hexadecane:
0.065, 0.06; and octadecane: 0.09, 0.18. Spring constants were found
using the built-in thermal noise analysis method. Each cantilever
was used for an entire set of probe velocities because the
experimental determination of the spring constant might have ∼20%
error.62 The experimental procedure and the data processing were
described previously.31,32 Experiments were conducted in 0.05 M
pH 7 phosphate buffer at 30 °C. A custom-made temperature stage
was used to set the temperature and a custom-made O-ring was
used to reduce evaporation of the phosphate buffer when the AFM
probe was engaged over the sample. At least 4096 force curves
were collected at a particular probe velocity in a series of
measurements performed with different probe velocities ranging
from 200 to 6000 nm/s. The interaction between tethered molecules
was initiated by bringing two surfaces together. Formation of
molecular bonds was facilitated by maintaining the tip-sample
contact for 1 s. Rupture forces were detected during the reverse
motion of the probe. Probe position was raster scanned over the
sample’s surface after each force plot measurement to obtain a good
statistical average. Force-distance curves collected at each probe
position were digitally stored for the subsequent analysis. Data
processing and analysis was performed with custom-written soft-
ware for Matlab.

3.3. Data Analysis. To distinguish rupture events between the
tethered molecules from the ruptures between the tethered molecule
and the substrate surface, the double tether approach was
used.31,32,47,56 Force-distance curves reveal that the rupture events
occur at different probe positions above the sample surface. Before
the rupture events, the polymer tethers were stretched with end-
to-end distances far exceeding the average distances found at
thermal equilibrium. This stretching results in a characteristic force-
separation dependence that was used as an initial selection criterion
in the data analysis. Long tethers were used to clearly identify
rupture events between tethered molecules and to reduce effect of
mechanical noise.63 Rupture events that correspond to the sum of
the tethers’ stretched lengths were used in the statistical analysis
of rupture forces. The range of contour lengths used in the analysis

includes the polydispersity of tethers as well as conformational
transition of PEG tethers under force.64 An extended freely jointed
chain (eFJC) model that includes a conformational transition of
PEG linkers64 was fit to the last detected tether-stretching event,
providing the contour lengths, the Kuhn lengths, and loading rate
for each pulling event.31,32 These values were used to account for
the effects of the tether dynamics. The rupture forces and apparent
loading rates measured at different probe velocities were binned
into histograms with equal bin widths for further analysis.

3.4. Fit to Force vs Loading Rate Dependence. The most
probable rupture forces were obtained from the histograms of
rupture forces at different values of probe velocity. Histograms of
rupture forces were fit with Gaussian curves multiplied by a window
function to account for the limited force sensitivity.31,32,42 The
position and width of the window function were fit to the edge of
the lowest retract velocity force histogram and adjusted based on
the change in noise level for each probe velocity. Gaussian curves
were selected for fitting these histograms because experimental data
include a tail of higher forces (Figure 5) that are not present in the
theoretical distributions of single interactions. The most probable
force vs loading rate dependencies were then fit by eq 3. Two
models were used for the dissociation rate dependence on force:
the Bell-Evans model that corresponds to a triangular-shaped
potential and the cusp potential model.43 These models have been
shown previously to yield the lowest and highest values of fitted
kinetic parameters among other analytical models.33,65 The cusp
potential model explicitly uses the activation energy ∆G‡.43 This
energy was included in the model as ∆G‡ ) kBT log (A/k0) where
A is the Arrhenius prefactor. The prefactor A was kept at 107 s-1

as was done previously.32,45,46 Variations in the kinetic parameters
due to uncertainty in the prefactor are discussed below.

3.5. Direct Histogram Fit to Force Probability Distribution.
To account for the high force tail, the collected force histograms
for each alkane were simultaneously fit to the two-bond rupture
model. The fit parameters included the barrier width x‡, the zero-
force dissociation rate k0, the amplitude of the high force tail f2,
and the maximum relative difference in the length of tethers δLmax.
For each alkane, the same values of x‡, k0, and δLmax were used to
fit different histograms collected with different probe velocities and
different AFM probe sample pairs. The amplitude f2 was fit
individually for each histogram to account for the variation in the
probability of the two-bond rupture events. As above, limited force
sensitivity was accounted for with a window function. The position
of the window function was set to six standard deviations above
the average rms noise of the force curves, and the width of the
rising edge of the window was held at one rms noise value. The
histograms were fit directly with eq 14. The single-bond survival
probabilities and the PDs were calculated by numerical integration
using the guessed values of the fit parameters. The fitting minimized
the average rms fit error by using the Nelder-Mead direct search
method included in the Matlab software. The tether and the
dissociation rate models were the same as that in the force vs
loading rate analysis described above.

In addition to including the high forces in the distribution, this
fitting procedure accounted for the effects of tether stiffening by
incorporating the eFJC polymer stretching model. Effects of the
pmf shape were considered as well by using the cusp potential
model in place of the Bell-Evans model.

4. Results

4.1. Force-Separation Plots. Figure 3 shows typical force-
separation plots exhibiting molecular bond rupture events. The
ruptures occurred at distances from the surface approximately
corresponding to twice the length of the PEG tethers used in

(60) Hermanson, G. T. Bioconjugate Techniques; Academic Press: San
Diego, CA, 1996.

(61) Huang, H. Q.; Cammers, A.; Penn, L. S. Macromolecules 2006, 39,
7064–7070.

(62) Proksch, R.; Schaffer, T. E.; Cleveland, J. P.; Callahan, R. C.; Viani,
M. B. Nanotechnology 2004, 15, 1344–1350.

(63) Kuhner, F.; Gaub, H. E. Polymer 2006, 47, 2555–2563.

(64) Oesterhelt, F.; Rief, M.; Gaub, H. E. New J. Phys. 1999, 1, 6.
(65) Hukkanen, E. J.; Wieland, J. A.; Gewirth, A.; Leckband, D. E.; Braatz,

R. D. Biophys. J. 2005, 89, 3434–3445.
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the covalent surface modification. Characteristic polymer tether
stretching events preceded each rupture event. Rupture events
that have the tether contour length of less than 30 nm might
correspond to events other than the desired double tether rupture
events and were filtered out. This type of analysis is similar in
practice to the unfolding of protein domains,66 as the contour
length is used as a “signature” of the desired molecular bond
rupture events. Some of the curves shown in Figure 3 have initial
adhesion, but the polymer spacer mitigates this interference by
moving the desired rupture event off the surface by ∼45 nm,
twice the length of the polymer spacers. The consistent
separation distance of the rupture event is a “signature” used to
identify the desired molecular rupture events.

To further demonstrate that the measured rupture events are
between the molecules grafted at the ends of the polymer tethers,
“empty tether” control experiments were performed. These
experiments were performed exactly as the main experiments,
except with a tip fully functionalized with the respective alkane-
terminated polymer tethers and a sample with the ethoxy-capped
polymer tethers. In these control experiments, the rupture events
at the double-tether length are sometimes observed. However,
a detection probability of such events is ∼0.05% of all surface
approach-withdraw attempts. This probability is at least 5 times
less and can be more than an order of magnitude less than the
detection probability in the normal experiments (values are
shown in Figure 6). This indicates that the majority of the
measured double tether rupture events correspond to the forced
unbinding of the tethered alkanes.

4.2. Fit to Force vs Loading Rate Dependence. Figure 4 shows
the most probable force vs loading rate dependence as well as
the corresponding fit lines (eq 3 was used in all fits) for two
sets of tetradecane data (similar data sets and fits for all alkanes
are included in the Supporting Information). The kinetic
parameters from the fits are listed in Tables 1 and 2. The error
bars in the graph correspond to the most probable rupture force
and the loading rate errors that were determined from the
Gaussian curve fits to the corresponding histograms. The fits
for the Bell-Evans and cusp models are very close to each

(66) Fisher, T. E.; Marszalek, P. E.; Fernandez, J. M. Nat. Struct. Biol.
2000, 7, 719–724.

Figure 3. Representative force curves with double-tether rupture events
for each of the alkanes tested.

Figure 4. Representatives of the most probable force vs most probable
loading rate dependences fit with the Bell-Evans and cusp models.

Table 1. Data Fit with the Bell-Evans Model

sample/fit x‡ (nm) δx‡ (nm) k0 (1/s) δk0 (1/s)
∆G‡

(kJ/mol)
δ∆G‡

(kJ/mol)

C12H25

distribution fit 0.41 0.04 0.4 +0.5 42 2
-0.25

set A (F* vs VF*) 0.22 0.06 3 4 38 3
set B (F* vs VF*) a a a a a a

C14H29

distribution fit 0.45 0.02 0.4 0.1 41.9 0.3
set A (F* vs VF*) 0.27 0.06 1 3 40 5
set B (F* vs VF*) 0.32 0.03 2.1 0.6 39.8 0.7

C16H33

distribution fit 0.73 0.05 0.02 +0.03 49 2
-0.015

set A (F* vs VF*) 0.6 0.1 0.01 0.08 50 19
set B (F* vs VF*) 0.39 0.06 0.7 1.6 42 6

C18H37

distribution fit 0.47 0.01 0.5 0.1 42.4 0.3
set A (F* vs VF*) 0.33 0.06 1.9 2 39 3
set B (F* vs VF*) 0.26 0.04 2 2 40 3

a Connotes too few data points for proper fitting.
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other within each set of data. As noted previously,33,65 here the
barrier widths determined with the Bell-Evans model are
systematically lower than the cusp model values, while the
Bell-Evans dissociation rates are systematically higher and
the activation free energies are correspondingly lower in
comparison to the cusp model results. The offset between the
two data sets is attributed to the higher probability of a two-
bond encounter in set A.

4.3. Direct Histogram Fit to Force Probability Distribution.
The two-bond rupture model was used to simultaneously fit the
histograms from two sets of data for each alkane sample
(denoted set A and set B in order of collection) with the same
kinetic parameters for both data sets. The spring constants varied
between these sets because the data resulted from separately
prepared tips and surfaces. Histograms for tetradecane are shown
in Figure 5 (the histograms and fits for all alkanes are included
in the Supporting Information).

Each histogram in Figure 5 represents data collected at a
particular withdrawal speed (shown at the top of each histo-
gram). The window function (dash-dotted line) and distribution
fit for the new model eq 14 (gray solid line), with the single-
bond (gray dotted line) and two-bond (black dotted line)
components, are also shown in Figure 5. As with the most

Table 2. Data Fit with the Cusp Potential Model

sample/fit x‡ (nm) δx‡ (nm) k0 (1/s) δk0 (1/s)
∆G‡

(kJ/mol)
δ∆G‡

(kJ/mol)

C12H25

distribution fit 0.55 0.03 0.26 +0.13 44 1
-0.08

set A (F* vs VF*) 0.28 0.26 1.5 0.8 39 1
set B (F* vs VF*) a a a a a a

C14H29

distribution fit 0.59 0.03 0.28 +0.09 43.8 0.7
-0.07

set A (F* vs VF*) 0.33 0.08 1 2 41 6
set B (F* vs VF*) 0.39 0.06 1.5 0.6 40 1

C16H33

distribution fit 0.97 0.08 0.016 +0.019 51 2
-0.009

set A (F* vs VF*) 0.9 0.2 0.001 0.01 58 50
set B (F* vs VF*) 0.5 0.1 0.3 1 44 9

C18H37

distribution fit 0.64 0.02 0.19 0.04 44.8 0.5
set A (F* vs VF*) 0.40 0.08 1.4 1.7 40 3
set B (F* vs VF*) 0.32 0.06 1 1.6 41 4

a Connotes too few data points for proper fitting.

Figure 5. (A-H) Experimentally measured tetradecane rupture force histograms with the full distribution fits using the Bell-Evans kinetic model. (A-D)
One set of collected data. (E-H) Second set of collected data. The model better fits the second set of data because there are more data points to fit.

Figure 6. Detection probability for the collected sets of alkane data. Some
points are slightly offset for clarity.
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probable force vs most probable loading rate fit, the fit lines
for the Bell-Evans and cusp models are close to each other
(data not shown), though the determined kinetic parameters
differ. The trends in the determined kinetic parameters are the
same as those for the linear fit method. Tables 1 and 2 show
the kinetic parameters determined. Decane data was excluded
from the tables because there were too few rupture events for
a proper fitting. Note that the given errors in the kinetic
parameters are similar to others in the field,65 as well as our
own previous work.31,32,45,46

4.4. Effect of the Prefactor on Activation Free Energy. In
the Bell-Evans model, the barrier width x‡ and dissociation rate
k0 are independent of the Arrhenius prefactor. The estimated
activation energy changes by ∼1.7 kJ/mol when the prefactor
increases by a factor of 2. The prefactor of 107 s-1 used in our
estimates is based on rate measurements of the cyclization of
peptides of similar size to the alkane pairs used here.67 According
to theoretical models, the prefactor for the first contact between
the chain end scales as N-2 where N is the number of monomers
in the chain.68,69 Therefore, in relation to the activation energy of
hexadecane, this prefactor dependence changes the estimated
activation energy for dodecane, tetradecane, and octadecane by 1.3,
0.6, and -0.6 kJ/mol, respectively. These offsets are close to the
random errors of the measurements. Therefore, the activation
energy values obtained with the same prefactor of 107 s-1 for
different alkanes are discussed below.

4.5. Low Force Data Analysis Limit. Data were collected for
linear alkane chains with chain lengths between 10 and 18
carbon atoms. Figure 6 shows that molecular rupture events are
found rarely as the data is processed. Typically 1-2% of
attempts show a molecular rupture event similar to events shown
in Figure 3. The detection probability is much lower on average
for decane and dodecane.

5. Discussion

5.1. Low Force Data Analysis Limit. The average detection
probability is lowest for decane and dodecane (as seen in Figure
6 and the Supporting Information). Despite more than a dozen
attempts, enough data for decane could not be collected for
proper fitting, so it was excluded from the statistical analysis.
Example force plots for decane are still included in Figure 3.
The inherent noise in force in each force-separation plot makes
low forces difficult to measure accurately and low force rupture
events difficult to identify conclusively because they cannot be
properly fit to polymer stretching models. This force barrier,
represented in the analysis by the window function, obscures
the low forces and makes useful experimental histograms
difficult to obtain. While decane was below this barrier,
dodecane yielded just enough events to put it above the edge
of this barrier; though they have similar detection probabilities
(as seen in the figure in the Supporting Information). One of
the two sets of dodecane data had histograms with a sufficient
number of rupture events for application of the most probable
force vs most probable loading rate analysis. Both sets of
dodecane data were used for the full fit procedure because it
does not require histograms as populated as the most probable

force method for the analysis to be performed. Tetradecane,
hexadecane, and octadecane data sets were sufficiently populated
for both analyses. The low detection probability measured here
(1-2% of approaches) is similar to the detection probability in
a previous force spectroscopy study of interactions between
hydrophobic fullerene C60 molecules.33 This previous study,
which used the same surface amination procedure as described
here, indicated that surface attachment is sparse, and that the
attached hydrophobic molecules do not form large aggregates
on the surface as indicated by the low probability of rupture
forces that are significantly above the forces predicted by the
two-bond model (Figure 5 and figures shown in the Supporting
Information, pages S11-S14).

5.2. Comparison of the Most Probable Force and Full
Distribution Fitting. The most probable force vs loading rate
analysis differed between samples (denoted as set A and set B)
by as much as 50% in the barrier width and somewhat more in
the dissociation rate between hexadecane samples, though the
other sets were more consistent. The noted inconsistency
between different sets is most likely caused by the uncertainty
in the most probable force determination, and adds uncertainty
to kinetic parameters obtained using common force spectroscopy
data analysis approach. Because the high force tail widens and
obscures the force distribution, the peak is much less resolved
and correspondingly might be shifted to the higher forces and
more difficult to accurately fit. The difference in the probability
of the two-bond ruptures is a likely cause of the offset between
two data sets of tetradecane data that are shown in Figure 4 as
confirmed by the difference in the amplitude of the two-bond
components shown in Figure 5. The variability of the potential
of mean force for the dimer states of conformationally flexible
alkanes might be suggested as an alternative explanation for
the observed large width of the probability distribution.54 This
explanation is not used here because each data contains more
than a hundred measurements of the rupture force obtained with
different pairs of molecules. Therefore, it might be expected
that the molecular bond heterogeneity should be the same for
the data sets collected with different samples. However, the
opposite is observed. The difference in the probability of the
two-bond rupture between different samples can be attributed
to the possible difference in the grafting density of alkanes,
which is not controlled precisely during the sample preparation.
This does not imply that there is no heterogeneity in molecular
bond between alkanes in separately formed dimers, but only
indicates that such heterogeneity, if present, affects the rupture
forces less than the two-bond ruptures do.

The full distribution fitting method gave remarkably consistent
kinetic parameters between all of the alkane samples. Because all
of the data were used in the distribution fitting, small changes in
some subset that may shift the peak do not significantly affect the
fit parameters, as has been noted previously,42,45,46 and is again
confirmed here. The most probable force vs most probable loading
rate analysis has a large uncertainty in the determined kinetic
parameters (as noted above with the mismatch between set A and
set B of each alkane measurement). Below, only kinetic parameters
determined from full distribution fitting are considered to maximize
the repeatability and comparability of these results.

5.3. High Force Tail. Previously the high force tail, as seen in
Figure 8, was attributed to heterogeneity of molecular bonds54 or
to the nearly simultaneous rupture of two or more molecular
bonds.55,56 It is noted that the high force “tail” is minimized under
conditions when the loading rate and binding state are more clearly

(67) Lapidus, L. J.; Eaton, W. A.; Hofrichter, J. Proc. Natl. Acad. Sci.
U.S.A. 2000, 97, 7220–7225.

(68) Pastor, R. W.; Zwanzig, R.; Szabo, A. J. Chem. Phys. 1996, 105,
3878–3882.

(69) Chen, J. Z. Y.; Tsao, H. K.; Sheng, Y. J. Phys. ReV. E 2005, 72,
031804.
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defined, such as in protein unfolding experiments.44,66,70–72 In
protein unfolding experiments, the “signature” rupture of multiple
protein domains is used to clearly distinguish the individual rupture
events. The double tether method makes force spectroscopy broadly
applicable to study pairwise interactions, but in comparison with
the unfolding measurements has a diminished ability to identify
the number of molecular bonds that are being dissociated in each
rupture event.

Figure 7 compares an experimentally collected histogram of
rupture forces with two calculated force probability densities. The
calculations were based on the standard single-bond (black dashed
line) and introduced two-bond (solid gray line) models. Both
models were multiplied by the window function (which is not
shown), similarly to the fitting. The parameters of the data
represented in the histogram (contour and Kuhn lengths, δLmax,
and f2 amplitudes) were used with the kinetic parameters (x‡, k0,
and ∆G‡) determined from fits by the two-bond model. Both
calculations reproduce the main bond rupture peak, but the single
bond model is unable to reproduce the high force tail.

As Figures 5 and 7 clearly demonstrate, the two-bond rupture
model is adequate to explain the presence of the high force tail.
However, it can be noted that the two-bond model does not fit
the tail at very high rupture forces (above ∼130 pN in Figure
7). This failure is expected from the nature of the model. It
might be suggested that these high forces come from the
simultaneous ruptures of more than two bonds, and such events
are not included in the model.

The fitting success and simplicity of the two-bond rupture
model as an explanation of the deviation of the measured
probability distribution from the individual bond model does
not eliminate possible bond heterogeneity as a contributing factor
to the high force tail. The effects of “hydrophobic” bond
heterogeneity on the distribution of rupture forces can be
determined from measurements that exclude the possibility of
the multiple bond formation. Such measurements are not
currently available.

5.4. Comparison with the Cavity Model. The activation
energy ∆G‡ obtained above is different from the thermodynamic
free-energy difference between bound and dissociated states.
However, according to theoretical calculations this difference
is large for small (methane-like) solutes and decreases with an
increase of the solute size.23,73–75 Computer simulations of
dimerization of neopentane in water10,15 indicate that the
difference between ∆G‡ and ∆G is ∼10%; also, it is predicted
that the activation barrier for the collapse of hydrophobic
polymer is ∼10% of the unfolding barrier.76 Therefore, it might
be expected that the ∆G‡ values measured here are close to the
free-energy difference ∆G. Computer simulations of methane
dimerization in water indicate that there is only small change
in enthalpy upon contact of two molecules77 and that the cavity
contribution is the major part of that interaction.11 Therefore,
we compare the measured activation energies with the difference
in the solvation free energy calculated from cavitation
energies.12,78 The solvation free-energy difference is calculated
according to

∆Gd ) 2 ·∆Gcav(Rc,1)-∆Gcav(Rc,2) (15)

Here, ∆Gcav(Rc) is the cavitation energy of a sphere with the
cavity radius Rc, Rc,1 is the radius of the cavity that includes
one molecule, and Rc,2 is the radius of the cavity that includes
two molecules. Two cavity models are used below for the
comparison: one uses the empirical cavity equation of state
(cEOS)32,79 and another is based on scaled particle theory with
two different hard sphere diameters for hydrogen-bonded and
non-hydrogen-bonded water molecules.80 The molecular radius
of the cavity is calculated using the molecular volume V as Rmol

) [3 ·V/4 ·π]1/3, and the solvent-accessible radius is calculated
from RSA ) Rmol + σw/2, where σw is the hard-sphere diameter
of water. In the ∆Gd estimates shown below, the molecular
volumes of alkanes are calculated using the additivity
scheme,81and the diameter of water is equal to 0.28 nm in the

(70) Fritz, J.; Katopodis, A. G.; Kolbinger, F.; Anselmetti, D. Proc. Natl.
Acad. Sci. U.S.A. 1998, 95, 12283–12288.

(71) Smith, D. A.; Brockwell, D. J.; Zinober, R. C.; Blake, A. W.; Beddard,
G. S.; Olmsted, P. D.; Radford, S. E. Philos. Trans. R. Soc. London,
Ser. A 2003, 361, 713–728.

(72) Sharma, D.; Perisic, O.; Peng, Q.; Cao, Y.; Lam, C.; Lu, H.; Li,
H. B. Proc. Natl. Acad. Sci. U.S.A. 2007, 104, 9278–9283.

(73) Ashbaugh, H. S.; Paulaitis, M. E. J. Am. Chem. Soc. 2001, 123,
10721–10728.

(74) Southall, N. T.; Dill, K. A. Biophys. Chem. 2002, 101, 295–307.
(75) Chen, J.; Brooks, C. L., III; Scheraga, H. A. J. Phys. Chem. B 2008,

112, 242–249.
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Sci. U.S.A. 2007, 104, 14559–14564.
(77) Shimizu, S.; Chan, H. S. J. Chem. Phys. 2000, 113, 4683–4700.
(78) Hofinger, S.; Zerbetto, F. Chem. Soc. ReV. 2005, 34, 1012–1020.
(79) Ben-Amotz, D. J. Chem. Phys. 2005, 123, 184504.
(80) Graziano, G. Chem. Phys. Lett. 2006, 432, 84–87.
(81) Lepori, L.; Gianni, P. J. Solution Chem. 2000, 29, 405–447.

Figure 7. Comparison of the experimental histogram from Figure 5G to
two calculated force probability densities, one for the standard single-bond
model, and the other for the two-bond model.

Figure 8. Measured transition-state free energies for each of the alkane
chains in comparison with the thermodynamic free energy calculated with
cavity models. Points are slightly offset for clarity.
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cEOS calculations. Figure 8 compares the transition-state free
energies for each of the alkane chains estimated from our
measurements with the free-energy difference calculated by eq
15 and two cavity models.79,80 It can be noted that the values
are close in range, but the cavity model predicts that ∆G should
increase monotonically with increasing alkane size, a trend that
is not observed in experimental measurements of ∆G‡.

The surface free energy in these cavity models depends on the
solute size. In computer simulations of intermolecular interactions
with implicit solvent, the hydrophobic component to the free energy
of interactions is usually accounted for by multiplying the excess
surface area by the constant surface energy density.82,83 Although
theimplicitsolventmodelsoversimplifythehydrationphenomena,77,84–86

their wide use and similarity between measured ∆G‡ and ∆G from
cEOS model call for comparison. Two dash-dotted lines in Figure
8 show two dependencies that assume constant surface energy
density γ that equals 18 and 31 kJ mol-1 nm-2. The latter value
corresponds to the water-oil surface tension,87and the former was
suggested for calculation of the transfer energy of small alkanes
from oil to water.88 The measured values fall between these lines.
Using the differences in the solvent accessible areas of separated
and collapsed cavities for measured alkanes, we found that an
average γ‡ ) 21 ( 2 kJ mol-1 nm-2 (the double dagger symbol
denotes that this surface energy is derived from activation energies).
It is interesting to note that this value is much larger than the surface
energy of ∼2 kJ mol-1 nm-2 that is typically used to account for
hydrophobic interactions in computer simulations of proteins and
is close to the higher end of the reported range (24 kJ mol-1

nm-2).82 Also, γ‡ significantly exceeds γ obtained from alkane
solubility data (∼3.8 kJ mol-1 nm-2) but is below γ calculated
for hexane rotamers (29 kJ mol-1 nm-2).11 By adjusting γ, the
implicit solvent model can match the measured ∆G‡ values.
However, if the geometry of interacting molecules is preserved,
this model predicts an increase in ∆Gd with increasing solute size,
which is not observed experimentally. This deficiency requires a
more complex model.

5.5. Conformations of Alkanes in Monomeric and Dimeric
States. The rather close agreement between the measured
activation energy and predictions by the cavity models is
nonetheless surprising because the cavity model is based on
the simple assumption of spherical monomers and dimer and
does not use any adjustable parameters. Simulations indicate
that the pmf between hydrophobic solutes in water strongly
depends on the shape of interacting species.9 Measurements of
solubility89,90 and theoretical calculations91,92 indicate that the

individual alkane molecules of the size used in this study are
likely to be in an extended (nonglobular) conformation.
However, other studies indicate a possibility of gauche confor-
mations in hydrocarbon chains in water93–95 with the potential
for collapse in molecules longer than hexadecane.96 Computer
simulations predict the collapsed state for longer chains,96,97

and therefore it is reasonable that the dimers may be in the
globular state. Also, experimental measurements of conforma-
tional flexibility of alkanes in the liquid state indicate possible
deviations of molecular conformations from the all-trans
geometry.98,99 It might be suggested that the nonmonotonic
dependence of ∆G‡ on size of alkanes reflects the differences
in conformational changes during dissociation for alkanes from
dodecane to octadecane. From a simple geometric argument,
the change in the solvent accessible area upon merging of two
extended conformations into a collapsed globular state is larger
than that for merging of two collapsed molecules. Therefore,
the free energy of dissociation of a dimer composed of shorter
alkanes (extended in the monomeric state) might be similar in
value to the free energy of dissociation of two longer alkanes
(collapsed in the monomeric state) as schematically illustrated
in Figure 9. This figure exaggerates the differences in conforma-
tions (as shown ∆A1 > ∆A2) and serves to represent a concept.
From the measured size dependence shown in Figure 8, it is
evident that the suggested transition from nonglobular to
globular monomeric state occurs for alkanes longer that hexa-
decane. Actual structures are molecularly complex, and elaborate
theoretical modeling76,97,100 is necessary to test the feasibility
of this proposed explanation.

The suggestion that conformational transitions in alkane chains
occur during separation is supported by two additional pieces of
evidence. (1) If the tethered alkanes in the monomeric state and in
the dimer were all-trans linear molecules, then separation of two
monomers would occur with an approximately linear increase in
the free energy (molecules are sliding apart). Consequently, the
measured barrier width x‡ should be close to the extended length

(82) Elcock, A. H.; Sept, D.; McCammon, J. A. J. Phys. Chem. B 2001,
105, 1504–1518.

(83) Williams, D. H.; Stephens, E.; O’Brien, D. P.; Zhou, M. Angew.
Chem., Int. Ed. 2004, 43, 6596–6616.

(84) Levy, R. M.; Zhang, L. Y.; Gallicchio, E.; Felts, A. K. J. Am. Chem.
Soc. 2003, 125, 9523–9530.

(85) Hamelberg, D.; Shen, T. Y.; McCammon, J. A. J. Chem. Phys. 2006,
125, 094905.

(86) Lum, K.; Chandler, D.; Weeks, J. D. J. Phys. Chem. B 1999, 103,
4570–4577.

(87) Israelachvili, J. N. Intermolecular and Surface Forces, 2nd ed.;
Academic Press: New York, 1991.

(88) Brem, R.; Chan, H. S.; Dill, K. A. J. Phys. Chem. B 2000, 104, 7471–
7482.

(89) Smith, R.; Tanford, C. Proc. Natl. Acad. Sci. U.S.A. 1973, 70, 289–
293.

(90) Tolls, J.; van Dijk, J.; Verbruggen, E. J. M.; Hermens, J. L. M.;
Loeprecht, B.; Schuurmann, G. J. Phys. Chem. A 2002, 106, 2760–
2765.

(91) Wallqvist, A.; Covell, D. G. Biophys. J. 1996, 71, 600–608.
(92) Mountain, R. D.; Thirumalai, D. Proc. Natl. Acad. Sci. U.S.A. 1998,

95, 8436–8440.

(93) Hermann, R. B. Proc. Natl. Acad. Sci. U.S.A. 1977, 74, 4144–4145.
(94) Rosenberg, R. O.; Mikkilineni, R.; Berne, B. J. J. Am. Chem. Soc.

1982, 104, 7647–7649.
(95) Beglov, D.; Roux, B. J. Chem. Phys. 1994, 100, 9050–9063.
(96) Mountain, R. D.; Thirumalai, D. J. Am. Chem. Soc. 2003, 125, 1950–

1957.
(97) Athawale, M. V.; Goel, G.; Ghosh, T.; Truskett, T. M.; Garde, S.

Proc. Natl. Acad. Sci. U.S.A. 2007, 104, 733–738.
(98) Goodsaidzalduondo, F.; Engelman, D. M. Biophys. J. 1981, 35, 587–

594.
(99) Holler, F.; Callis, J. B. J. Phys. Chem. 1989, 93, 2053–2058.

(100) MacCallum, J. L.; Moghaddam, M. S.; Chan, H. S.; Tieleman, D. P.
Proc. Natl. Acad. Sci. U.S.A. 2007, 104, 6206–6210.

Figure 9. Separation of two alkanes from collapsed state into different
conformations. Such separation might occur with similar change in the
solvent accessible area ∆A1 ≈ ∆A2.
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of the alkane chains. The extended lengths of alkane chains studied
here are in the range from 1.5 to 2.3 nm, but the x‡ estimated using
the appropriate triangular potential (Bell-Evans) model is in the
range from 0.4 to 0.7 nm. Therefore, all-trans conformations in
both the monomeric and dimeric states are unlikely. (2) The average
barrier width x‡ estimated using the two-bond model is 0.60 nm.
Simulations of pmf of hydrophobic molecules give x‡ in the range
from ∼0.15 to ∼0.3 nm.10,14,15,77,101,102 Our measurements of
interactions between large (in comparison to alkanes studied here)
but rigid fullerene molecules give x‡ of ∼0.35 nm.33 Simulations
of pmf for R-helixes with 20 Ala side chains100 show ∆G‡ of ∼65
kJ mol-1 that is noticeably higher than ∆G‡ measured for alkanes
here (∼45 kJ mol-1). However, the x‡ predicted for Ala20 helixes
is considerably lower (∼0.25 nm) than the barrier width x‡ obtained
for alkanes here.100 Therefore, large x‡ values are consistent with
distortion of the dimer conformation before the separation.

The suggested conformational change in alkanes upon dimer-
ization overcomes the tendency of alkane chains to remain in
extended conformations and can be compared to the significant
conformational transitions in alkane chains that are observed
in structures that restrict the end-to-end distance of alkane
chains103 and in binding of surfactant molecules to the synthetic
hydrophobic cavities.104,105 Transition to helical conformations
upon binding to cavitand in water is driven by hydrophobicity
of 12-carbon alkane chains, although this conformation intro-
duces ∼10 kJ mol-1 strain to the chain.104 Similarly to this
binding reaction, the suggested globular state of the alkane dimer
decreases the solvent accessible area in the associated state.
However, conformational change upon dimerization occurs
without limiting geometrical constraints imposed by interacting
with the counterpart.

In self-assembly theories of surfactants, the restriction on
conformational flexibility of alkane chains contributes unfavor-
ably to the free energy of micellization.106 This deformation
free energy influences the critical micelle concentration and the
aggregation number. The collapsed state of the dimer proposed
here has implications on the progress of micellar self-assembly:
During progress of micellization the collapsed conformation of
alkane chains should change into more extended conformations.
It is likely that such a transition will initially accelerate the very
early steps of self-assembly by releasing the conformational
strain in alkanes and then decelerate the assembly by the buildup
of the deformation free energy. However, detailed consideration
of possible effects is beyond the scope of this article.

6. Conclusions

Pairwise interactions between alkanes from decane to octa-
decane have been studied by single molecule force spectroscopy.

Alkanes were covalently attached to the glass substrate and AFM
probe with hydrophilic PEG tethers. A double-tether approach
was employed, and only the force curves with ruptures corre-
sponding to stretching of a polymeric tether with length of twice
the single tether length were selected for the subsequent analysis.
Rupture force data were analyzed using a common most
probable force approach as well as a new model that simulta-
neously fits the measured distributions of rupture forces with
one set of the kinetic parameters, as well as taking into account
possible two-bond ruptures. In both data analysis approaches,
the possible systematic errors due to tether stiffening and
variations in the shape of the potential of mean force were
compensated for by using a model that accurately describes
stretching of PEG tethers in water and by using two different
kinetic models of the forced bond rupture. The standard data
analysis approach is insufficient to explain the tail of high forces
found in experimental data and gives a large variation in the
extracted kinetic parameters measured in separate experiments.
The two-bond model accurately describes the distributions of
rupture forces measured on different samples using one set of
kinetic parameters. This data analysis makes no assumptions
regarding the nature of the interactions under study, whether
they are nonspecific, as measured here, or specific (such as
antibody-antigen interactions, etc.).

The determined activation energies are similar to predictions
of two cavity models describing hydrophobicity. The average
surface energy density for all alkanes understudy was found to
be γ‡ ) 21 ( 2 kJ mol-1 nm-2, similar to the microscopic free
energy derived from hydrocarbon transfer from oil to water,
∼17 kJ mol-1 nm-2. The cavity models predict a monotonic
increase in dissociation free energy with size of the hydrocarbon,
a feature not found in the measured alkane separation free
energies. To explain this discrepancy, it is proposed that the
dimers of alkanes studied here and monomeric octadecane are
in the collapsed state while shorter monomeric alkanes adopt
extended conformations in water. This suggestion is also
supported by the measured distances to the activation barrier,
which average to 0.60 nm. This barrier width is noticeably larger
than the barrier width of ∼0.35 nm measured for dissociation
of significantly larger but rigid fullerene C60 molecules. This
study suggests that conformation changes in alkane chains might
occur without imposing strict geometric limitations on alkane
chains in the associated state and that the proposed conforma-
tional transitions might affect the kinetics of micelle self-
assembly.
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